NPS Collaboration Expertise and Network Extension Capability Support Hurricane Katrina Relief
The US Navy responded to the devastation wrought by Hurricane Katrina by designating a Joint Force Maritime Component Commander (JFMCC) to coordinate the maritime response.  That response consisted of ships, helicopters, naval construction engineers (SeaBees), logistics, and medical personnel just to name a few.  Besides the unique command and control relationship between Navy Shore Command infrastructure and afloat maritime command, complicating matters for the JFMCC was the devastation to the shore communications infrastructure at the Naval facilities in the area affected by Katrina.  Telephones, email and chat where available provided the primary coordination methods at the start.

Only a few days into the crisis response, former NPS students on senior Navy staffs contacted Professor Alex Bordetsky of the NPS Information Science Department.  With their knowledge of the network and collaboration expertise resident at NPS, they asked if NPS could assist the relief effort by helping to establish a better C4I capability for the JFMCC.  It was readily apparent that NPS’s Center for Network Innovation and Experimentation (CENETIX) did have the capacity to assist, so a team of four (Professor Alex Bordetsky, Research Associate Eugene Bourakov, CDR John Looney, and Army CPT Maria Vedder) traveled to the JFMCC Headquarters in Pensacola, FL.  The team was supported remotely by the following NPS students operating out of the CENETIX-GIGA Lab: Maj Jeff Thiry, Maj Trey  Blacklock, LT Chris Marvin, LT Jason Patterson.
For the first two days, the team’s mission was to assist in establishing a collaboration environment using Microsoft’s Groove application, a peer-to-peer tool that provides the ability to create and tailor virtual workspaces with file sharing, threaded discussions, task management, chat, capability similar to Voice over IP, and many other options.  In the austere communications environment, the peer-to-peer tool does provide an excellent capability to integrate rich forms of communications into one package, especially the ability to see online availability of users.  Immediately upon arrival, the NPS team started to define the network in place based on command relationships and communications capability in use.  With that information and commander’s intent, an initial collaborative architecture was designed and built, potential users were identified and provided with the Groove application, and tool familiarization for key operators was conducted.  

The virtual collaborative network has been growing ever since.  JFMCC has four workspaces (J6, Shore Echelon Command, Engineering, and Medical) and 86 users—a number that continues to grow daily.  Those users represent numerous afloat and shore commands, both subordinate to the JFMCC and from high-level staffs such as Combined Fleet Forces Command and Second Fleet staffs.

Another extremely relevant capability that the team brought with them was the OFDM/802.16 network extension capability.  Some shore installations and their tenant commands had to go aboard local Navy ships to use their satellite capabilities to access emails and in some cases make voice communications.  The OFDM network extension capability previously used in the ongoing CENETIX Tactical Network Topology (TNT) experiment series to extend internet access from a shore node to a boarding team operating on a ship located in the Monterey Bay was reversed to allow the precommission ship SAN ANTONIO (the Navy’s newest LPD) to extend its internet access across the harbor in Pascagoula, MS to the base commander’s headquarters and Navy Dive Teams conducting salvage operations.  This first time, real world application has enabled those commands to connect to the network and join the JFMCC’s Groove collaborative environment.  


The OFDM network extension capability that NPS brought to bear is now another option for C4I organizations to look towards to help reestablish internet access in austere network environments.  JFMCC is already considering requesting this capability as a solution to connectivity issues in New Orleans.  Due to the NPS team effort, the first JFMCC Relief Groove collaborative network between TF Katrina  relief command centers and diverse relief services on the ground is in place.  Another key capability of OFDM network extension is its ability to provides the backbone for long-haul communications as demonstrated through a series of OFDM systems set up between NPS and Camp Roberts to support ongoing TNT experiments.
The mission of the Center for Network Innovation and Experimentation is to support advanced studies of wireless networking with unmanned aerial, underwater, and ground vehicles in close cooperation with NPS SUV, CIRPAS, and Human Factor Research centers.  CENETIX focuses on the advanced studies of emerging collaborative architectures for manned-unmanned, network-centric systems as well as adaptive management of sensors, unmanned vehicles, and decision makers in self-organizing network environments.  For more information and research opportunities, please stop by CENETIX Global Information Grid Applications and Operations (GIGA) laboratory located in Root Hall room 202.
